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Fig. 1. Brief visual summary of the current state of the domain concerning XR-based remote HRI, summarizes the six key

dimensions of current system design.

The rising interest in creating versatile robots to handle multiple tasks in various environments, with humans interacting
through immersive interfaces. This survey provides a comprehensive review of extended reality (XR) applications in remote

∗L.-H. Lee is the corresponding author.

Authors’ Contact Information: Xian Wang, The Hong Kong Polytechnic University, Hong Kong, Hong Kong; e-mail: xiann.wang@connect.
polyu.hk; Luyao Shen, The Hong Kong University of Science and Technology - Guangzhou Campus, Guangzhou, Guangdong, China;
e-mail: lshen595@connect.hkust-gz.edu.cn; Lik-Hang Lee, The Hong Kong Polytechnic University, Hong Kong, Hong Kong; e-mail: lik-
hang.lee@polyu.edu.hk.

This work is licensed under a Creative Commons Attribution-NonCommercial International 4.0 License.

© 2025 Copyright held by the owner/author(s).
ACM 1557-7341/2025/4-ART
https://doi.org/10.1145/3730574

ACM Comput. Surv.

HTTPS://ORCID.ORG/0000-0003-1023-636X
HTTPS://ORCID.ORG/0009-0006-8403-6271
HTTPS://ORCID.ORG/0000-0003-1361-1612
https://orcid.org/0000-0003-1023-636X
https://orcid.org/0009-0006-8403-6271
https://orcid.org/0000-0003-1361-1612
https://creativecommons.org/licenses/by-nc/4.0
https://creativecommons.org/licenses/by-nc/4.0
https://doi.org/10.1145/3730574
http://crossmark.crossref.org/dialog/?doi=10.1145%2F3730574&domain=pdf&date_stamp=2025-04-19


2 • X. Wang et al.

human-robot interaction (HRI). We developed a systematic search strategy based on the PRISMA methodology, focusing on
peer-reviewed publications that demonstrate practical implementations of XR in remote robot control, real robot system
deployment, and HRI applications, we analyzed research published between January 2013 and December 2023. From the initial
2,561 articles, 100 met our inclusion criteria were included. We categorized and summarized the domain in detail, delving into
the methods used in these articles to achieve intuitive and efective remote HRI, highlighting user experience enhancement
and interaction designs. This survey identiies research opportunities, particularly emphasizes that future researchers should
explore the potential of XR, such as exploring multimodal enhancement techniques that seamlessly integrate visual, haptic,
and auditory feedback for more intuitive teleoperation. Our analysis reveals that while XR shows promising potential in
remote HRI, there are signiicant gaps, such as user-centered design. This survey provides a framework for understanding the
current state of XR-based remote HRI, establishing a foundation for future research.

CCSConcepts: ·Human-centered computing→Virtual reality;Mixed / augmented reality;Collaborative interaction;
Ubiquitous and mobile devices.

Additional Key Words and Phrases: Human-robot interaction, Extended Reality, Virtual Reality, Augmented Reality, Teleoper-
ation, Remote collaboration

1 Introduction

The ield of Human-Robot Interaction (HRI), originally perceived as the study of human engagement with
robots, has evolved to investigate the design of robots for socially meaningful interactions with humans and the
enhancement of these interactions [128]. HRI aims to engineer robots capable of efectively collaborating with
humans across diverse contexts, such as industrial manufacturing [42, 91], domestic settings [56], and educa-
tional institutions [31]. In our increasingly globalized and digitalized world, where advances in communication
and mobile technologies are driving the rapid development of collaboration concepts, traditional face-to-face
interactions are being complemented, and, in certain instances, replaced by remote collaboration mechanisms
that overcome geographical and temporal constraints. Remote human-robot collaboration holds considerable
potential to revolutionize various ields. For instance, it can facilitate tasks in hazardous environments by allowing
humans to control robots from a safe distance [86], or it can enhance complex tasks by enabling robots to relay
information from remote locations to humans, such as remote robotic surgery [163], or aerospace [114]. The
implications of this form of collaboration include safer workplaces, improved eiciency, and greater accessibility.
Despite videoconferencing and teleconferencing serving as efective tools for remote collaboration, these

technologies exhibit limitations when applied to complex tasks within the context of remote human-robot collab-
oration. For instance, studies have shown that traditional video interfaces often lack the spatial and contextual
awareness necessary for intuitive robotic control in dynamic or intricate environments [62]. Such limitations
reduce the ability of users to perform and monitor tasks, and are especially pronounced in scenarios involving
robotic teleoperation or remote instruction. To overcome these limitations, Extended Reality (XR), encompassing
Augmented Reality (AR), Virtual Reality (VR) and Mixed Reality (MR) [116], ofers a promising solution. AR
overlays digital information onto the real world, VR immerses users in a completely digital environment, and MR
blends real and virtual worlds. These technologies provide a fusion of the digital and physical worlds, allowing
physical and digital objects to coexist and interact in real time [82]. XR technology is becoming increasingly
accessible and portable such as commercial devices like Meta Quest 3 1 and Microsoft HoloLens 2 2. With the help
of these XR devices, novices can perform risky tasks (e.g., welding [160]) in a safe space and in a more intuitive
way (e.g., with the irst view of the robot [126]). In addition, operators can use XR to switch between diferent
locations to control the robot without having to move in physical space [69]. XR empowers remote HRI to be
more immersive, intuitive, and efective.

1https://www.meta.com/sg/quest/quest-3
2https://learn.microsoft.com/en-us/hololens
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However, numerous challenges need to be addressed to unlock XR’s full potential in the context of remote
human-robot interaction. These challenges include designing intuitive interaction techniques, reducing remote
control latency, and evaluating remote HRI systems. Given that this remains an under-researched topic, this
article seeks to contribute to this emerging ield of study. We provide a systematic literature review of XR
technology-based remote human-robot collaboration applications, highlight key advancements, and identify
areas that deserve to be studied in further research. The contributions of this survey are as follows: (1) Provide a
comprehensive review of HRI system design based on XR technology for remote control scenarios. (2) Identify
general convergences and divergences in system design within the existing literature. (3) Propose a research
agenda for future XR-based remote HRI.

1.1 Overview of XR-based Remote Human-Robot Interaction

Figure 1 provides a brief pictorial summary of the current state of the domain concerning XR-based remote HRI.
We establish two distinct spaces: the ‘local space’ and the ‘remote space’, the survey scope is highly relevant to
these two spaces. Thus, we give their deinitions as follows.

Local Space. ‘Local space’ refers to the physical environment where the user is located, often equipped with
XR technologies like AR or VR headsets to overlay or immerse the user in a virtual environment (see Fig.1 left
of the center schematic). This space is crucial for the user’s interaction with the robot, as it hosts the virtual
interface for controlling the robot. For example, in the local space, a user wearing a VR headset may see a robotic
digital twin (see Fig.1 top right of the center schematic) in the virtual space. This virtual interface allows the user
to issue commands to the robot located in another space through various interaction modalities, such as gesture
control. The local space is designed to be intuitive and user-friendly, allowing the user to manipulate the robot to
perform complex tasks without having to be physically present in the same space as the robot.
Remote Space. Conversely, ‘remote space’ is the physical environment where robots operate and perform

tasks. This could be a factory handling hazardous materials, a distant planet, or a complex surgical ield where
human presence is impossible or undesirable. The robot acts as an agent for the user, performing tasks from
the local space via a virtual interface. For example, in a manufacturing facility, a robotic arm is responsible for
handling hazardous chemicals on a conveyor belt under the guidance of an operator in local space (see Fig.1
lower right of the center schematic). The remote space is characterized by its task-oriented property, utilizing the
physical capabilities of the robot to perform speciic actions that beneit from or require teleoperation.
To provide a comprehensive understanding of the two space types, we synthesized literature across several

dimensions of system design: 1) XR technologies in remote HRI, exploring VR, AR, and MR (VAM) for bridging
local and remote spaces with intuitive interfaces. 2) Interaction modalities between the user and the virtual
interface, such as gesture control, afects the eiciency and ability of the user to operate the virtual interface
and perform tasks remotely. 3) Design of virtual interfaces to present remote information in the local space. 4)
User perspectives for observing robots, focus on how users perceive and understand the motion and remote
environment of the robot through a virtual interface. 5) Robot and speciic tasks classiication, crucial for
customizing XR interfaces. 6) Enhancement locations and types of the multimodal elements, integrating
visual, auditory, and haptic feedback to enhance control and perception.

1.2 Existing Surveys

Previous research has conducted separate investigations into XR technology, remote collaboration, and HRI.
However, the intersection of these three dimensions, particularly remote HRI, has remained largely unexplored.
Notably, Schafer et al. [121], and Wang et al. [157] have conducted reviews of remote collaboration systems
using XR technology. Schafer et al. emphasized synchronous remote collaboration systems, whereas Wang et
al. concentrated on physical tasks. However, their main focus is human-to-human remote collaboration instead
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4 • X. Wang et al.

of human-robot interaction. Moreover, when analyzing HRI systems or collaborative robots, the majority of
researchers have primarily explored the application of AR technology [10, 32, 36, 57, 89, 109, 136]. The study by
Dianatfar et al. [37] encompasses VR technology but only synthesizes VR simulation applications for surgical
robots and does not adequately consider interaction scenarios between humans and tangible robots. Walker et
al. [153] proposed a taxonomy for HRI systems using XR technology, but their primary focus was not HRI in
remote contexts.

In reviewing the existing literature, we notice that none of the existing survey articles systematically categorize
and synthesize the usage of XR technologies in remote HRI settings. In contrast, our article addresses the gaps
in the current research, including all XR technologies, and dives into the issue of HRI in remote contexts. This
systematic review can serve as the irst comprehensive guide for researchers to situate their work within a
broader framework and explore innovative systems for XR-based remote HRI.

1.3 Motivation and Research uestions (RQs)

This study aims to provide a comprehensive understanding of XR-based remote HRI by analyzing relevant
literature. The investigation categorizes existing system designs based on several dimensions (see section 1.1),
objective is to explore how these dimensions can be utilized to create immersive, eicient, and user-centered
XR-based remote HRI systems. Speciically, the survey addresses the following RQs:

- RQ1: What types of XR devices are used in remote HRI systems and what interaction modalities do users
use? (DE4-5)

- RQ2: What robots have been used and what are their capabilities and functions? (DE8-9)
- RQ3: How are XR-based remote HRI systems evaluated and what gaps in current evaluation methodologies
need further research? (DE10)

- RQ4: How does XR technology augment Remote HRI on virtual content? (DE6-7, DE13-14)
- RQ5: Does the existing remote HRI system support multi-player/multi-robot interaction? (DE12)
- RQ6: What are the pending issues with the current Remote HRI system? (DE11)

To address these RQs, we perform rigorous data extraction (DE, see section 2.3 for details) and, for ease of
understanding, we labeled the data extraction identiiers after the RQs irst.

1.4 Structure of the Survey

The remainder of this article is structured as follows: Section 2 thoroughly explains the methodology employed for
this survey. Section 3 ofers an in-depth discussion and analysis of the included articles, speciically focusing on the
techniques, types, and tasks utilized by remote robots, task evaluation, the role of XR techniques, multiplayer/robot
support, and system latency. This analysis is based on our developed taxonomy and data extraction rules. In
Section 4, a detailed discussion and analysis are presented on the development and recent advances in remote
HRI based on XR. Subsequently, Section 5 discusses the grand challenges and suggests potential future research
directions. Finally, Section 6 provides a comprehensive summary of the entire survey article.

2 Methodology

To ensure methodological robustness and transparency in our literature review process, we used the preferred
reporting element for systematic reviews and meta-analysis (PRISMA) framework, as recommended by Takkouche
et al. [139]. The review used an online tool named Covidence3, an collaborative tool for systematic literature
reviews that can help streamline the process. It can automatically merge duplicates after reference import and
support both title/abstract and full-text screening by multiple reviewers. In our study, the irst and second authors
conducted the review together and resolved any conlicting screening results through discussion. Complete

3https://www.covidence.org/
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PRISMA results can be found in Figure 2. Upon completing our search, we began a structural process of iltering
through 2,588 articles. We initially removed 27 duplicate articles, leaving us with a pool of 2,561 articles to
examine. We screened these articles based on their titles and abstracts, leading to the exclusion of 2,216 articles
that did not meet our criteria. Following a full-text evaluation, an additional 245 articles were further excluded.
The speciic inclusion and exclusion criteria are described in Section 2.2. Our literature review process was
conducted in two phases to capture the most current research. The irst round of data extraction took place in
May 2022, followed by a second round in December 2023. Ultimately, we selected 100 articles for data extraction
and further analysis in our survey.

Fig. 2. Systematic review process using PRISMA.

2.1 Search Strategy

Our search strategy was iterative. Initially, the irst author proposed a set of search terms based on relevant
literature, which were reined with the second and third authors. We then invited two robotics researchers to
verify comprehensive coverage. Throughout the review, we systematically documented keywords from identiied
articles, adding any missing ones and re-running searches until no new articles were found. A similar iterative
process was applied to the inclusion and exclusion criteria. The irst author developed these criteria from the
relevant literature and the purpose of the survey. The irst and second authors then independently screened
articles on Covidence, reviewing each item in duplicate. In cases of ambiguity, screening paused, and all authors
worked together to clarify and reine the criteria until consensus was reached. Any modiications to the criteria
triggered a re-screening of previously reviewed articles. Finally, all authors resolved conlicts in the screening
results through discussion.

2.1.1 Keywords. In developing our literature search strategy, we focused on three core dimensions of XR-enabled
Remote HRI System: remote operations, HRI, and immersive VAM technology. Our research questions
are focused on understanding how these dimensions intersect to inluence the design, implementation, and
evaluation of remote HRI systems. Consequently, we selected keywords that comprehensively capture each
dimension. For remote operations, taking into account the terminological expressions in diferent contexts,
we selected the keywords łdistributedž, łremotež, łteleoperationž, łteleroboticsž, łtelepresencež and łspatialž,
which relect users interact with robots at a distance. To cover the HRI aspect, we included łroboticž, łrobotž,
łmachinež, łhuman-robot interactionž, łhuman-robot collaborationž, łinteractionž, łcollaborationž, łcooperationž,
łcollaboratež as well as the abbreviations łHRIž and łHRCž, Lastly, to address immersive VAM technology,
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we searched for łvirtual realityž, łaugmented realityž, łmixed realityž, łvrž, łarž and łmrž. In addition to that, in
each selected database (see Section 2.1.2), we employed the Advanced Search functionality to search the Title and
Abstract ields, applying a combination of Boolean operators (e.g., (collaboration OR cooperation OR interaction)
AND (virtual OR VR OR augmented OR AR) AND (robot OR robotics OR machine) AND (remote OR teleoperation
OR telepresence OR łlong-distancež)).

2.1.2 Databases. We searched for the most relevant articles available on several publication databases, including
ACM Digital Library, IEEE Xplore, and ScienceDirect (Elsevier). To supplement this search, we also conducted a
snowball search on Google Scholar, which involved reviewing the reference lists of relevant articles to identify
additional publications. Additionally, we utilized the Connected Papers4 online tool to identify related articles
and broaden our search until no new relevant articles appeared. This approach allowed us to thoroughly explore
the relevant literature and identify key publications related to our research question.

2.2 Inclusion and Exclusion Criteria

To address RQs, we focused our search on studies that (a) used VAM technology to control real-world robots,
virtual or simulated robots are not included, besides that, (b) the user and the robot need to be in two spaces,
Local and Remote (see Section 1.1 for details), to ensure that the study is applied to remote control. We carefully
developed the appropriate inclusion and exclusion criteria to guide our selection process and summarized in
Table 1. Our survey focused on articles that met all inclusion criteria, while excluded any articles that met at least
one of the exclusion criteria.

Table 1. Inclusion and Exclusion Criteria

Criterion Description

�1 The research proposes the design, development or system for remote control of robots based on VAM technology
�2 The study used VAM technology as a remote control method for the robots

�1 The system proposed in the study does not support remote control (i.e., based on our deinition above, the user and the robot
are not in two spaces)

�2 The study does not involve real robots (e.g, robots were simulated in virtual environments or tests were not explicitly made
on a realistic robot)

�3 VAM technology is not used as a control input for the robots (e.g., use of VAM technology is to facilitate the robot programming,
which is not included in this survey scope)

�4 The study did not use VAM technology
�5 This is not a technical article (e.g., literature review, survey, book chapters)
�6 Studies reported in a language other than English

In addition, we provide additional clariication here for the criteria �1 and �3, which may cause ambiguity. For
critera �1, consider a study that uses a VAM interface to control a UAV. If the system relies exclusively on the
spatial reference of the physical UAV, any line-of-sight occlusion between the user and the UAV will make control
impossible. This situation would then conlict with our scope, which requires the user and the robot to operate in
physically diferent spaces. For example, the study by Walker et al. [152] was excluded because they used AR
to visualize the robot’s intentions, but the study could only rely on UAV entities to provide spatial references.
For critera �3, As an illustrative example, consider the study by Cao et al. [21] Although it incorporates VAM
technology, VAM is used primarily to facilitate robot programming. In this case, the user uses AR to annotate or
leave programming references rather than directly control the robot’s movement or behavior. Consequently, this
type of article does not align with our focus on remote HRI control and was therefore excluded from the survey.

4https://www.connectedpapers.com/
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2.3 Data Extraction and Analysis

To extract relevant information from the included articles, we developed a data extraction rubric. Initially, the irst
author of this survey selected 10 articles in a pseudo-random manner ([8, 13, 59, 69, 78, 144, 154, 156, 171, 185]),
and developed items based on the relevant aspects identiied in the articles. The initial data extraction rubric was
then evaluated by all authors and reined into the inal version described in Table 2. The irst and second authors
independently extracted data from each article using this inalised rubric. In cases of conlicting data, consensus
was reached through discussions among the authors.

Data extraction items DE1-DE3 pertain to general descriptors of the article, including study number (author
and date), title, and keywords. XR technologies (DE4) encompass common types of augmented, virtual, and
mixed reality technologies, such as VR HMD, AR HMD. Interaction modalities (DE5) highlight the variety of
hardware and their applications in virtual environments. The virtual interface (DE6) allows users to operate the
robot more intuitively with a virtual interface. It may include a direct interface or a digital twin of the remote
robot. The user’s perspective (DE7) refers to the user’s viewpoint, such as observing the robot from a detached
third view or a top-down łbird’s-eye viewž. Generic types of robots are described under DE8, while speciic
tasks (DE9) that can be performed by the human-robot collaboration system are of interest, as diferent tasks
might require various robots or telepresence designs. The system may have been enhanced at diferent locations
(DE13) with multimodal enhancements (DE14), e.g., haptic, video, 2D or 3D overlays, etc. In addition, HRI can
include multiplayer or robot collaboration (DE12), necessitating distinctions between one-to-one, one-to-multi,
or multi-to-multi collaboration, which could inluence the study design. The evaluation method of the study
(DE10) is also essential; it could be quantitative or qualitative, including the potential presence of delays (DE11)
in remote controls.

Table 2. Data Extraction Rubric for the Selected 100 Articles

ID Data Extraction Type

DE1 Study ID Open text
DE2 Title Open text
DE3 Keywords Open text
DE4 Used XR technologies VR HMD, AR HMD, MR, Mobile AR, CAVE, Other
DE5 Interaction modalities Gesture, Controller, Joystick, Gaze, Head, Haptic devices, Motion capture, Walk, 2D screen,

Voice, Glove, Other
DE6 Virtual interfaces Direct, Digital twin, Virtual control room, Digital twin+3D reconstruction, Direct+3D recon-

struction, 3D reconstruction, Context-aware AR, Multiple, Other
DE7 User perspective Coupling with robots, Decoupling from robots, Dynamic perspective, Bird’s-eye view, Other
DE8 Type of robots Mobile robot, Drones/UAV, Humanoid Robot, Robotic arm, Mobile robot+robotic arm, Double-

armed robot, Medical Robotics, Other
DE9 Speciic tasks involved Navigation, Grabbing/Picking/Placement, Surgery, Game/Entertainment, Indus-

trial/Manufacturing, Search, Environment scan, No, Multiple, Other
DE10 How was it measured or evaluated? Time/accuracy of the task, Interviews, Questionnaire, AR/VR performance, Comparison, N/A,

Other
DE11 Was there a discussion about delays? No, Yes(Times), Other
DE12 Support multiplayer collaboration? No, Multi-user - one robot, One user - multi-robot, Multi - Multi, Other
DE13 Where are the enhancements located? User, Robot (real), Robot (virtual), Object (virtual), Real environment(RE), Virtual environ-

ment(VE)
DE14 Enhancement types Haptic, Voice, Graphic, Text, 3D Object, Highlight, Ray, Avatar

Due to the substantial number of included studies and the diversity of their study designs, conducting a
meta-analysis or a uniied data synthesis to determine the efect measures was not feasible. Therefore, we adopted
a narrative synthesis approach, which allowed us to summarize and interpret the indings in relation to each
research question. In addition to this, we used data charts to present the data results for each research question,
and reported the results with a detailed list of the percentage of categories coded in order to provide the most
accurate representation of the current state of the literature in the ield.
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3 Results and Descriptive Statistics

3.1 Overview of Included Articles

We meticulously extracted pertinent information from the 100 articles identiied during our screening. The
selected articles span from 2013 to 2023, and the annual publication count is illustrated in Figure 3. These articles
are from well-known venues for HRI and human-computer interaction (HCI), including the IEEE International
Conference on Intelligent Robots and Systems (IROS), ACM/IEEE International Conference on Human-Robot
Interaction (HRI), IEEE International Symposium on Robot and Human Interactive Communication (RO-MAN),
and the ACM Symposium on User Interface Software and Technology (UIST). These data were subsequently
analyzed and summarized both statistically and graphically, with additional qualitative insights emerging during
the iterative analysis. A comprehensive list of data extracts for the included articles can be found in Appendix A.
Over the past decade, there has been a general increase in the number of articles published on the investigated
topics, indicating growing interest and signiicance in recent years. This trend could be attributed to the landscape
of XR technology maturing, and it is worth noting that the volume of publications in this ield reached its zenith
in 2023.

Fig. 3. Articles per year (N=100)

The articles originate primarily from the robotics and manufacturing domains, and our uniqueness is to extend
the domains to remote interaction. Keywords such as łrealityž and łvirtualž frequently appear, with łaugmentedž
being a high-frequency term, although less so than łvirtualž. This observation may suggest a preference for
virtual reality over augmented reality in this research area, but a more detailed analysis is needed to conirm
this. Keywords such as łrobotž, łrobotsž, and łroboticsž are also prevalent in statistics. The high frequency of
the term łteleoperationž indicates that these articles predominantly focus on teleoperation, while the keyword
łhuman-robotž often appears in the context of collaboration between humans and robots. These two keywords
co-exist in several articles, suggesting that they explore the intersection of these two themes, i.e., teleoperated
control in HRI. Some articles refer to this cooperation as łcollaborationž, while others use the term łinteractionž.
Figure 4 presents the top 100 keywords in a word cloud, providing a more precise visualization of the frequency
distribution of these terms within the included articles.

3.2 Technologies (RQ1)

Figure 5 shows the use of various XR technologies and various interaction modalities in the analyzed studies.
It is evident that Virtual Reality Head-Mounted Display (VR HMD) dominates the landscape, constituting 67%
of adoption, and signiicantly surpassing other apparatuses. Augmented Reality Head-Mounted Displays (AR
HMDs) follow with 19% prevalence, while a limited number of studies utilize MR (5%), CAVE (2%), and Mobile
AR (1%) technologies.

Most studies favor VR technology, which can likely be attributed to the need for remote user operations to
receive information about the remote robotic system or environment. VR technology delivers these data in a more

ACM Comput. Surv.
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Fig. 4. Frequently-used keywords in the included articles

immersive and intuitive manner, fostering a heightened sense of presence, a key advantage of VR technology. In
contrast, AR technology excels at superimposing virtual information onto real environments. Nonetheless, AR
faces challenges in satisfying the demand for information overlay on the real robot and its workspace (where the
user is absent), possibly accounting for the higher prevalence of VR technology in research. Another contributing
factor could be the lower cost of commercial VR HMDs compared to AR HMDs [174]. Furthermore, VR HMDs
can integrate supplementary depth cameras to achieve functionality similar to AR HMDs, as exempliied by the
study conducted by Yew et al. [178]. Their research prototype used the attached camera to track the pose of the
Oculus Rift HMD and the robotic arm to generate and display the AR environment in the HMD. This factor may
explain the increased usage of VR HMDs in research. Additionally, a handful of studies employ a combination of
devices, such as AR and VR [7], often within the context of multi-person remote collaboration. In these scenarios,
a local operator utilizes an AR HMD to manipulate the robot, while a remote expert wears a VR HMD to obtain
immersive three-dimensional guidance of the local robot and work environment. Subsequently, this guidance
information is transmitted to the local worker’s AR HMD.

Fig. 5. Use of diferent XR devices and interaction types in the included articles. (a) Statistics on the type of XR technology

used in the studies; (b) Statistics on the interaction modality used in the studies.

The most prevalent interaction type involves using built-in controllers provided with the devices (27%). This
trend is reasonable, as the most commonly utilized XR devices are VR HMDs and commercial VR HMDs generally
include their proprietary controllers, regardless of form factors. Gestural interaction is another frequent method
(20%), primarily because commercial AR HMDs predominantly use hand or head gestures for interaction with

ACM Comput. Surv.
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virtual content. Additionally, many studies employ VR HMDs with supplementary depth cameras, such as Leap
Motion 5, mounted on the headset to detect user gestures, as remote robot operation through gestures is often
more intuitive than using controllers. The joystick interaction, typically associated with gamepads like Xbox 6,
features prominently in the research (9%) and is often considered when the subject robots are drones or mobile
robots [3, 12, 62, 132, 154, 167, 181], only the study by Vu et al. [150] used the joystick to manipulate the robotic
arm. The use of virtual ixture haptic devices is also relatively high (7%). Haptic devices can overlay enhanced
sensory information on users’ perception of the real environment to improve human performance in both direct
and teleoperated tasks [45]. Motion capture interactions often require users to wear sensors (6%) and map
robotic arms to arm or shoulder coordinates, making operations more intuitive and reducing learning costs.
The remaining interaction types, such as actual walking in remote environments (4%), 2D screen (3%), voice
(2%), glove (3%), head movement (1%), and gaze (1%) constitute a minor percentage overall. These less common
interaction options are frequently linked with speciic robot operation tasks. For example, Moniri et al. studied
user visual attention in HRI, and gaze was chosen as the interaction method since the human eye gaze is an
important indicator of the direction of visual attention focus [94].

Fig. 6. Percentage bar stacking chart for diferent XR technologies corresponding to the interaction types.

Building on the previously discussed XR techniques and interaction modalities, Figure 6 provides a com-
prehensive overview of these elements in the examined research. Interaction refers to how users manipulate
virtual environments or objects through their actions. Our indings indicate that the choice of XR technology
partially determines the interaction paradigm. VR emerges as the most popular option for remotely controlling
robots, with most studies opting for controllers or gestures as interaction methods. VR devices appear compatible
with a diverse range of control techniques, except for 2D screens (i.e., touchscreen devices such as tablets or
smartphones), typically not employed by VR HMDs. This exclusion is logical, given that VR devices obstruct
the user’s line of sight to the real world, making it impossible for users to view content on a 2D screen while
wearing a VR HMD [20]. In contrast, most systems utilizing AR HMDs rely on gestures for interaction [49].
This preference may stem from the nature of consumer-grade AR HMDs, in general, not including proprietary
controllers, making gestures a convenient, self-contained interaction solution.

3.3 Robot Types and Tasks (RQ2)

Our analysis ofers a summary of the various robot types (see Fig. 8 with examples) featured in the included
studies, as well as the speciic tasks discussed or tested in the articles. This information is illustrated in Figure 7.
As shown in Figure 7(a), the robotic arm is the type of robot most extensively researched, accounting for 41%
of the studies. Mobile robots and drones follow, with respective shares of 20% and 10%. We categorize a special
type of robot ś robotic arm + mobile robot. This type of robot has the characteristics of both robotic arms and
mobile robots, and its main structure is a movable base on which there is a robotic arm. It can be interpreted as a
movable robotic arm. Such a robot type was 3% of the included articles. Other types of robots, such as humanoid
robots (with human facial features, 8%), two-armed robots (7%), and medical robots (3%), constitute a smaller
portion of the overall robot types. Regarding the speciic tasks performed by the robots, Figure 7(b) reveals that
the three most dominant task types are object grasping/picking/placement, robot navigation, and specialized

5https://www.ultraleap.com/product/leap-motion-controller/
6https://www.xbox.com/en-SG/accessories/controllers/xbox-wireless-controller
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Fig. 7. Diferent robots and diferent types of tasks were included in the study. (a) Statistics of the various robot types used

in the reviewed studies; (b) Statistics on tasks performed by robots.

Fig. 8. Examples of diferent robot types: a) Robotic arm [164]; b) Mobile robot [129]; c) Drones/UAV [149]; d) Humanoid

robot[24]; e) Double-armed robot [186]; f) Medical robot[188]; f) Robotic arm + mobile robot [63].

operations in industry/manufacturing, representing 26%, 18%, and 18% of the task types, respectively. A notable
fraction of task types is multiple (8%), while some studies do not specify the exact tasks that the robots in the
research can execute (7%). The remaining types of tasks, such as remote environmental scanning (3%), surgery/
health care (3%), search (2%), and gaming/ entertainment (3%), comprise a minimal percentage.

Fig. 9. Percentage stacked bar charts for diferent robots and corresponding task types.

We also observed potential correlations between various robot types and task types, as depicted in Figure 9.
Our analysis indicates that robotic arms, two-armed robots, and other speciic robot types, such as industrial
machines [96, 97], maintenance robots [178], and mining robots [171], are predominantly employed in industrial
or production tasks. These robots typically lack mobility capabilities (i.e., they do not possess a chassis that
enables movement), so their task types do not involve navigation. Conversely, mobile robots, drones, and a subset
of humanoid and other more mobile robots are responsible for tasks such as navigation, search, and environmental
scanning that rely on mobility. Robotic arms and two-armed robots primarily perform the grasping, picking, and
placement tasks, as these functions connect to the services or fundamental functions of robotic arms. The tasks
are also a key component of the industrial or production chain for which robotic arms are originally responsible.
To some extent, two-armed robots can be considered a combination of two robotic arms. Medical robots represent
the most homogeneous robot type, as their sole responsibility is to assist in surgical procedures [144, 188].
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Furthermore, we discovered that humanoid robots appear to possess unique social characteristics. The tasks they
are assigned, such as intervening with children diagnosed with autism spectrum disorders (ASD) [77], engaging
in chess games with remote users [126], assisting remote users with dressing [126], expressing emotions [138],
receiving and guiding users [59], and maintaining road traic security [55], are inherently linked to human or
social activities. This suggests that humanoid robots, due to their anthropomorphic form and capabilities, are
particularly suited for roles that require social interaction or human-like tasks.

3.4 Evaluation of Tasks (RQ3)

Fig. 10. Statistics of diferent evaluation methods.

We examined the evaluation methods used in the included studies (see Figure 10). We discovered that 38% of
the articles did not conduct any form of evaluation, while 36% employed a single evaluation method, and 36%
utilized a hybrid approach. Among these methods, 69% of the articles employed a quantitative evaluation, which
included assessing time/accuracy to complete the task (48.91%), administering standardized questionnaires such
as the NASA-TLX [61], or employing task-based design questionnaires (26.09%). A mere 5.43% of the articles
focused on qualitative user evaluations, such as interviews. Additionally, a small subset of articles, amounting
to 8.70%, concentrated on comparing the performance of robots and their digital twins. This type of study is
typically evaluated by comparing the trajectory coordinates of the system’s input and the robot’s output. For
instance, studies by Yun et al. [179], Cousins et al. [33], and Bian et al. [13] evaluated the coordinates of the user’s
hand input and the robot arm’s output. Betancourt et al.’s study compared the 3D spatial coordinates of a virtual
drone and a real lying vehicle [12]. A few studies, constituting 3.26%, evaluated the performance or impact of
AR/VR itself. For example, Kuo et al. compared the accuracy of manipulating objects through VR, video, and the
real world [78]. Similarly, Chen et al. evaluated diferent methods of 3D reconstruction in VR [25].

3.5 XR Technologies Facilitate Efective Remote Robot Collaboration (RQ4)

3.5.1 Virtual Interface Design. We adopt the taxonomy proposed by Walker et al. [153] to analyze the user
interface design in XR, dividing it into two components: user perspective and user interface (see Figure 11). The
user perspective comprises ive categories: robot-coupled, robot-decoupled, Bird’s-eye view, dynamic perspective,
and others. Robot-coupled perspectives involve users viewing the scene through the łeyesž of the robot. This
approach was exempliied in the works of Vempati et al. [149], Chacko et al. [22], and Brizzi et al. [18], who
conducted their studies in the remote operating systems of UAVs, humanoid robots, and double-armed robots,
respectively, with perspectives coupled to the robots. In this approach, the user’s viewpoint is linked to the robot
and changes as the robot moves. Conversely, robot-decoupled perspectives enable users to observe the robot’s
actions from a detached viewpoint, unbound from the robot’s movements. This perspective was demonstrated in
the work of Kuo et al. [78] and Zinchenko et al. [188], who developed systems that manipulate a remote robotic
arm in VR with a perspective decoupled from the robot. Similarly, Stedman et al. [129] employed a decoupled
perspective in their work with a remote mobile robot. The Bird’s-eye view ofers an overhead, top-down view, as
illustrated by Jang et al. [70], who utilized this perspective to control swarm robots. while the dynamic perspective
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allows users to switch between diferent viewpoints, this perspective was exempliied in the works of Wei et
al. [164] and Xu et al. [172], who both employed a combination of two perspectives in their studies.

We categorize the user interface into several types (see examples in Fig. 14). One of these is the direct interface,
where the camera on the remote robot transmits to a 360-degree video interface in the virtual environment. This
interface, as exempliied by the work of Zhao et al. [185], allows users to directly observe the remote workspace.
Another variant is augmented by a 3D reconstruction of the remote environment, as demonstrated in the work of
Chen et al. [24]. This approach enhances the user’s perception of the remote workspace by providing a more
immersive and spatially accurate representation. A diferent approach involves the use of a digital twin of the
robot. In this setup, a digital replica of the remote robot exists in the virtual environment, and the user controls
the remote robot by manipulating the digital twin, as illustrated in the work of Zinchenko et al. [188]. Other
interface options include the digital twin combined with a 3D reconstruction of the remote environment as
an example by Kuo et al. [78], virtual control room, rebuilding a virtual console in the virtual environment, as
demonstrated by Kalinov et al. [73], 3D reconstruction of the remote environment as shown in the work of Zein et
al. [181], or a combination of the aforementioned interfaces. These various interface designs ofer diferent levels
of immersion, control precision, and spatial awareness, catering to diferent user needs and task requirements.

Fig. 11. (a) Categorization and statistics of user perspectives; (b) Statistics on the number of diferent types of user interfaces

in the review.

Fig. 12. Examples of diferent user perspectives: a) Decoupling with robot [102]; b) Coupling with robot [141]; c) Dynamic

perspective [186]; d) Bird’s-eye view [151].

We discovered that the user’s perspective (see Fig. 12 with examples) predominantly involves robot-coupled
(33%) or robot-decoupled (54%) views, while other perspectives, such as dynamic (6%), bird’s-eye view (2%), and
others (5%), constitute a small proportion. Regarding user interfaces, the digital twin (32%) and direct interfaces
(24%) are most prevalent, followed by a considerable share of digital twin combined with 3D reconstruction
of the remote environment (16%). The remaining interfaces, including combinations of multiple interfaces
(7%), overlaying virtual interfaces on real environments (i.e., context-aware AR interface, 6%), direct interfaces
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augmented with 3D reconstructions of the remote environment (5%), standalone 3D reconstruction of the remote
environment (3%), virtual control rooms (3%), and other interfaces (4%), represent a minor portion.

Fig. 13. Percentage stacked bar chart of the relationship between the user perspective and the user interface.

Fig. 14. Examples of diferent virtual user interfaces: a) Digital twin[107]; b) Direct interface[120]; c) Digital twin + 3D

reconstruction[129]; d)Multiple interface[186]; e) Direct + 3D reconstruction interface[24]; f) 3D reconstruction interface[151];

g) Virtual control room[73]; h) Context-aware AR interface[68].

Consistent with our previous analysis, we investigated the relationship between user perspective and user
interface using a percentage stacked bar chart, as illustrated in Figure 13. The most signiicant observation is that
the direct user view within the user interface tends to be robot-coupled. This is primarily because users need
to observe the remote environment’s workspace directly from the robot’s viewpoint. Moreover, we found that
when the user perspective is decoupled from the robot, it is frequently necessary to incorporate a digital twin of
the robot within the XR environment. This is understandable since users need to be aware of the remote robot’s
motion state, necessitating the creation of a corresponding digital twin in XR to facilitate better comprehension of
the robot’s operational state. Notably, most studies have opted for the digital twin solution, while only a few, such
as Xu et al. [175], have employed a camera positioned next to the remote robot to convey the robot’s work status
via live video. The virtual control room user interface also requires the user’s perspective to be robot-coupled.
Although only two studies employed Bird’s-eye perspectives, we observed that both executed 3D reconstructions
of the remote environment. Lastly, we also discovered that user interface designs for dynamic perspectives tend
to be more intricate, such as Zhou et al. [186], often incorporating multiple user interfaces.

Fig. 15. Relationships between types and locations of multimodal enhancements.

ACM Comput. Surv.



A Systematic Review of XR-Enabled Remote Human-Robot Interaction Systems • 15

3.5.2 Enhancement. In our analysis of the included studies, we evaluated the location and type of information
enhanced by the multimodality of the systems. We found that 39% of the studies employ only a single modal
approach to improve remote operations. Most of these systems only supported users to view remote robots,
workspaces, or environments immersively via XR. Such systems do not have multimodal enhancements in any
location, and the improvement to the user is simply the immersion of XR. On the other hand, 62% of the studies
opted for multimodal enhancement during speciic parts of remote robot operation (see Figure 15 for details). The
primary areas of enhancement were the virtual environment (43.43%) and the user (21.21%). A smaller number
of studies chose to enhance virtual objects manipulated within the virtual workspace (10.10%), virtual (8.08%)
and real robots (6.06%) or in real environments (11.11%). This could be attributed to the fact that fewer remote
operating systems are using AR technology compared to VR technology. AR technology is the predominant
technology applicable to augmentation in real robots and real environments. Augmentation on top of real robots
often necessitates collaboration among multiple individuals. For instance, the work of Mourtzis et al. [97] and
Schwarz et al. [126] involved a cooperative system with multiple users, with one user at a remote location and
another user with the robot. However, this type of system represents a very small percentage of our collected
articles (for more details, see Section 3.6). Additionally, we observed that the highlight enhancement mode was
only applied to the virtual representations of the robot and the objects being manipulated. This enhancement
type accentuates speciic parts of the digital twin or the virtual object for clearer interaction. Avatar enhancement
also appeared exclusively in the virtual environment. On the user side, enhancement primarily involved haptic
feedback, utilizing tools such as haptic gloves or virtual ixtures. The research conducted by Du et al. [40],
Aschenbrenner et al. [7], and Hormaza et al. [65] also explored the use of voice enhancement on the user side. In
the environment, whether real or virtual, a few studies employed live video enhancement, opening a live video
window within the environment, such as Zinchenko et al.’s work [188].

3.6 Multi-player and Multi-Robot Interaction Support (RQ5)

Figure 16 illustrates some examples of multi-player and multi-robot interaction system. In our analysis, 81%
of the included articles did not support multi-player or multi-robot interaction, and all of their collaboration
involved one user or operator collaborating with a single robot. Only 19% of the interaction paradigms described
in the articles supported multi-player or multi-robot interaction. One of the most common interaction paradigms
involved one user interacting remotely with a single robot, while another user was situated next to the remote
robot (N = 12). For instance, articles by Mourtzis et al. [96, 97], Black et al. [15], Fuchino et al. [48] and Moniri et
al. [94] propose that a novice operator or worker on the robot side receives instruction from a remote expert or
commander using XR for environmental awareness and communication. The collaboration model in both Jang et
al. [69] and Gong et al.’s [55] studies involved one user collaborating with multiple robots (N = 2). The remaining
modes include multiple users interacting with multiple robots, such as the work of Phan et al. [110] and Honing
et al. [64] (N = 2), multiple users operating a single robot, as exempliied by Galambos et al. [51] (N = 1), and one
user collaborating with multiple robots while multiple users are present on the robot side, as demonstrated by
Aschenbrenner et al. [7] and Walker et al. [151] (N = 2).

3.7 Exploration of System Latency Issues (RQ6)

We discovered that system latency efects are not considered in nearly half of the studies (49%), despite the
fact that remote control latency is a critical factor inluencing user experience and task accuracy. A signiicant
number of our included studies simply acknowledged the presence of system latency or claimed that their systems
experienced delays, without providing speciic measurements or quantifying the duration of their system latency
(23%). Only 28% of the studies explicitly analyzed the latency of the system, and we compiled the reported study
times in Figure 17. Figure 17 (a) displays the latency times reported by all studies, revealing that the majority of
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Fig. 16. Examples of systems that support remote multiplayer or multi-robot interaction: a) Multi-user remote operation

of one robot [51]; b) Multi-user remote operate multi-robot, 1: Multi-user control of multiple drones [110], 2: Two users

control two drones [64]; c) One user remotely operates multi-robot [69]; d) A local user and a remote user cooperate together

to control a robot, 1: Local and remote users collaborate with desktop robots [68], 2: Coach and learner remotely exercise

table tennis in VR via robotic arm [48], 3: Experts remotely guide novices in using medical equipment [15], 4: The local user

controls the robot to play chess with the remote user [126], 5: The conductor remotely directs the user to maneuver the

excavator [85].

Fig. 17. Density distribution of system latency times (unit: ms) in the included studies. (a) Latency times were reported by all

included studies; (b) Latency was scaled to 0 ś 500ms to show more detail.

studies had latency times within the range of less than 500�� , and only a few studies had latency times in the
range of greater than 1000�� . Focusing on latency times less than 500�� , as seen in Figure 17 (b), we found that
most studies had delay times within the range of 200�� to 400�� . Among the included studies, several stand
out for their unique approaches. Le et al.’s [80] research focused on controlling system latency and comparing
the impact of diferent latencies on the user experience. In contrast, McHenry et al. [92] study employed an
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asynchronous system operation to overcome the high latency associated with Earth-Moon transmission. These
studies highlight diferent strategies for addressing latency in extended reality systems for remote robotic control.

4 Discussion

Figure 18 provides a visual summary of the number of articles linked to each dimension (see Section 1.1), based on
our data extraction. The Results section outlines the factual aspects of these articles, while this section interprets
those indings and ofers insights, focusing on three main areas: robotics, design, and XR technologies.

4.1 Impact of diferent robot types on remote HRI

4.1.1 How diferent robot types influence user interface and user perspective. Our analysis has identiied speciic
associations between various types of robots and their corresponding tasks (Section 3.3), which are critical
to shaping the user interface and perspective design (See Figure 19). As analyzed in Section 3.3, industrial
robots, such as robotic arms and double-armed robots, are primarily deployed for production tasks. Given their
limited mobility [6], these robots necessitate a user interface and perspective that focuses primarily on precision
control and manipulation [35], rather than navigation. For instance, user interfaces designed for double-armed
robots and robotic arms often facilitate multi-viewpoint together with dynamic perspective observation to assist
users [173, 186]. A key distinguishing factor between these two robot types is their preferred control method in
their user interface designs: two-armed robots typically favour direct operation, whereas robotic arms generally
relect a digital twin [104, 134, 147] (i.e., the data mapping between the virtuality and physical worlds). This
distinction could stem from the fact that the double-armed coniguration of the robots aligns closely with the
human dual-arm anatomy [54]. This alignment facilitates direct control of the remote robot and couples the
user’s perspective with the robot, potentially reducing the user’s learning curve while making the operation
more intuitive.

On the contrary, mobile robots, drones, and certain humanoid robots with advanced mobility are designed for
tasks that require navigation, search, and environmental scanning. These tasks require user interfaces and per-
spectives that enhance spatial awareness and promote dynamic movement within the remote environment [177].
For instance, mobile robot interfaces uniquely support a bird’s-eye view, assisting users in comprehending the
remote three-dimensional environment [7, 151]. In addition to the above interface designs related to the type
of task the robot is assigned, it can be noticed through the bubble diagram that overall, direct interface have
been widely used in all types of robots except for medical robots. Perhaps one reason is that the cost of such
direct interfaces is minimal and does not require 3D reconstruction or the creation of a digital twin of the real
robot [2, 66]. Moreover, we ind that such direct interfaces are often coupled with the robot perspective, except
for being more intuitive, probably also for cost reduction considerations. This design often requires only one
or two cameras mounted on the robot [8, 50, 120, 183]. Finally, humanoid robots, due to their unique social
characteristics, are usually engaged in tasks related to human or social activities [47]. In such scenarios, user
interface and perspective designs should be geared towards intuitive control and interaction, allowing users to
interact with the robot more human-like and socially.

Our analysis reveals a clear trend in interface design across diferent robot types. For stationary or industrial
robots (e.g., robotic arms), interfaces prioritizing precise manipulation often predominate. Digital twin interfaces,
which decouple the user’s viewpoint from the robot’s, are beneicial for monitoring the robot’s state and position,
while direct interfaces ofer cost-efectiveness when the focus is strictly on task execution. Conversely, mobile
robots (e.g., drones, mobile robots, humanoids) typically require broader spatial awareness and navigation aids,
such as panoramic or bird’s-eye views. In general, user perspective choices are driven by immediate concerns,
and the interface should be tailored to support the robot’s speciic tasks.
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Fig. 18. Sankey Diagram, a visualization with overall counts of characteristics across all dimensions. Diferent stages

(nodes) colors are used to distinguish diferent dimensions; a : XR technologies and interaction modalities; a : Robot and

specifictasks classification; a : User’s Perspective and virtual interface; a : Enhancement locations and types; a : Support

for multi-user/multi-robot; a : Evaluation of tasks. Where the width of the flow (links) is proportional to the total number of

articles we reviewed (N = 100).
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Fig. 19. Bubble diagram of the relationship between types of robots and user interface and perspective. Diferent colored

bubbles represent diferent robot types, the vertical axis indicates diferent user perspectives, and the horizontal axes A to I

indicate diferent user interfaces. The size of the bubbles is proportional to the number of articles; the bigger the bubble,

the more articles in the corresponding category, or vice versa. e.g., among the 100 articles reviewed, one study utilized a

robotic arm, adopting a perspective of coupling with the robot through a virtual control room interface, while 22 articles also

focusing on robotic arms, employed a decoupling perspective using a digital twin user interface.

4.1.2 Types of robots afect virtual enhancements. In our review, medical robots extensively utilize virtual
enhancement elements, with all examined medical robots incorporating such enhancements in their interac-
tions [15, 144, 188]. We acknowledge that this observation may be inluenced by the limited number of medical
robot studies (only 3) included in our review, which may not provide a suicient representation of the ield.
Alternatively, this high utilization of virtual enhancements could be attributed to the unique requirements of
medical task scenarios, which require full use of the XR capabilities to assist operators [140], such as physicians.

Robotic arms, an industrial robot type characterized by their rising popularity, also demonstrated a high use of
virtual augmentation elements, with 61% of the examined robotic arms incorporating one or more such elements.
This prevalence may be due to the extensive research focus on XR-based remote control of robotic arms, leading
to a greater exploration of XR’s unique augmentation characteristics. In particular, robotic arms were the only
robot type that augmented virtual objects, which could be associated with their common task of picking and
placing objects [169]. This task may necessitate additional augmentation on objects to enhance user-manipulation
capabilities.
Furthermore, robotic arms and mobile robots were the only types that utilized text overlays in the virtual

environment. This feature may also be related to the tasks performed by robotic arms and mobile robots. Robotic
arms are often used in professional contexts and industrial environments, where remote operators may beneit
from text prompts or reminders for the next operational task, as exempliied in the design byWang et al. [159ś161].
The remote operator of the mobile robot can also get information about the orientation of the robot movement
from the text prompts [74, 137].
The unique mobility properties of mobile robots also inluenced the choice of virtual enhancements. Mobile

robots make extensive use of enhanced design in their environments (64.29%), both virtual and real. Many designs
used 3D object enhancements in the environment [34, 69, 151]. This feature may be necessary to provide spatial
location cues for users navigating remote mobile robots using XR, a requirement that does not apply to other
non-mobile robots [9]. Trinitatova et al.’s design uses a robotic arm but still uses 3D object enhancement in the
environment [145]. Their purpose was to use 3D spheres to indicate the center of the manipulated part of the
robotic arm, still to indicate positional information in space. This suggests that the enhancement of 3D objects in
the environment is often associated with positional information.
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4.2 Designing remote HRI system with users and scenarios

The inluence of users and scenarios on remote HRI system design is a crucial aspect to consider when developing
efective human-robot collaboration experiences. Depending on the users’ expertise, background, and preferences,
as well as speciic task scenarios, the design of remote HRI systems may need to be adapted accordingly to ensure
optimal performance and usability. For example, adjust the user perspective and virtual interface accordingly, or
select diferent enhanced design elements appropriately (see Section 3.5).

Expertise level of users and its impact on interaction design. Expert users (e.g., engineers or technicians)
have advanced skills, enabling them to handle complex interfaces and control mechanisms. In contrast, novice
users (e.g., non-specialist workers or irst-time users) typically need more intuitive, user-friendly interfaces that
emphasize ease of use and learning over advanced functionality [131, 166]. Additionally, some beginner-oriented
systems may consider support multiple operators, facilitating remote expert guidance [15]. Designing adaptive

systems to suit diversiied scenarios. Diferent tasks may require varying levels of detail and control in
interface design. High-precision scenarios (e.g., remote surgery or delicate manipulation) demand ine-grained
control and extensive feedback [184], while simpler tasks (e.g., basic navigation or object transport) beneit
from streamlined designs prioritizing usability and eiciency [17]. Some tasks also require specialized interface
features; for example, search-and-rescue missions may incorporate real-time mapping and tracking to assist
robot navigation and localization [113].

4.3 The role of XR in facilitating remote HRI

Remote interaction via XR devices can be considered an instance of mediated reality [90], where the user’s
interaction with a remote space is augmented or altered through technological mediation. This experience
reshapes the user’s interaction with the robot, providing new possibilities for remote HRI and allowing the user
to manipulate the robot and the remote space in ways that are not possible in the physical world.

4.3.1 Enhancing user perspective and understanding of remote environments. One key advantage of XR in remote
HRI is creating highly realistic and accurate digital twins of both the remote environment and the robot itself
(see Section 3.5.1, digital twins are the most commonly used user interface). Users can better understand the
remote workspace by simulating the robot’s movements and actions within a virtual environment, making
planning and executing tasks easier. Furthermore, the digital twin approach allows for more intuitive control
mechanisms, as users can directly interact with the virtual representation of the robot, which in turn is mapped
to the physical robot’s behavior [123]. Another essential aspect of XR in remote HRI is the provision of enhanced
user perspectives (Section 3.5.1). XR technology ofers users a variety of perspective options, allowing them to
adjust views based on their preferences and speciic task requirements, improving situational awareness and
overall task performance [29].

4.3.2 Supporting multi-player or multi-robot interactions through XR.. One of the key advantages of XR in
supporting multi-user or multi-robot interactions is its ability to create a shared virtual space, enabling more
efective collaboration and communication [124]. This shared space allows users to visualize the actions and
intentions of others, improving overall task performance and eiciency. Additionally, XR technology facilitates
the development of advanced user interfaces for multi-user or multi-robot scenarios. For example, XR interfaces
can provide real-time status updates, task assignments, and performance metrics for each user or robot, enhancing
monitoring and decision-making. Moreover, XR interfaces support intuitive control mechanisms, allowing users
to seamlessly switch between controlling multiple robots and collaborating with others. Despite the advantages
of XR in multi-user and multi-robot interactions, our review indicates that a signiicant portion of the included
studies do not support such interactions (Section 3.6). Most research focuses on one-user-one-robot collaboration,
suggesting that XR’s potential in this area remains underutilized. In the studies we reviewed, those actively
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exploring multi-user and multi-robot collaboration should receive more attention from future researchers, who
can draw insights from their system designs and application scenarios. Examples include collaboration between
local and remote users [15, 48, 68, 85, 126] and one-user-multiple-robot interaction [69].

In XR-enabled multi-user or multi-robot interaction systems, latency is a critical challenge, as emphasized by
Jay et al. [71], latency can severely impact the efectiveness of collaboration and the user’s presence in the virtual
environment, afecting the user’s experience. High latency can disrupt coordination between users and robots,
leading to errors and decreased task performance. Minimizing latency to enhance user experience and ensure
smooth real-time interactions is important. Our review was pleased to ind that many studies have noted the
problem of latency (Section 3.7); however, addressing latency is especially important for systems that require the
participation of multiple users and robots. As the number of participating users and robots increases, the latency
problem may become more pronounced (See Section 5.2.2 for further discussion).

4.3.3 The use of multimodal enhancement in XR to improve remote operations. XR technologies in remote HRI
create a form of sensorimotor reality [148], where users can perceive and interact with remote environments
through enhanced sensory inputs and motion outputs. For example, haptic feedback allows users to feel remote
objects, and spatial audio enhances their situational awareness [81]. These capabilities extend users’ abilities
by providing sensory augmentation that directly supports robot control and task execution in remote spaces.
Also, multimodal enhancements can signiicantly improve the user experience and task performance in remote
operations [76]. Our results (Section 3.5.2) provide a detailed summary of the locations and kinds of multimodal
enhancements. These enhancements provide users with more intuitive and immersive ways of perceiving and
interacting with the remote environment and the robots involved. By leveraging multimodal feedback, XR can
help bridge the gap between the user and the remote workspace, leading to more eicient and accurate task
execution [88]. For example, visual enhancements, such as highlighting speciic parts of a robot or virtual object,
can draw the user’s attention to important elements and provide context-aware information [14]. Auditory
feedback, such as spatial audio or voice commands, can deliver crucial information to the user and facilitate
natural communication with other users or the robotic system itself [118]. Haptic feedback, enabled through
devices such as haptic gloves or virtual ixtures, can provide users with a more tangible sense of touch, enhancing
their perception of the remote environment and improving their ability to perform complex tasks [103]. Our
results indicate that a signiicant portion of the studies incorporated multimodal enhancements in their XR
systems, with a focus on augmenting the virtual environment, user, and virtual objects. However, there remains
room for further exploration in terms of augmenting real robots, real environments, and other aspects of remote
operations. We will provide further recommendations for future researchers in Section 5.2.1.

5 Challenges and Future Directions

After reviewing our comprehensive survey, we found that XR-based remote HRI research has made signiicant
progress but still faces many challenges and opportunities for development. The following sections discuss our
insights in detail, ofering guidance for future researchers and developers. We categorize these into three main
areas: challenges in the selection of evaluation methods, Unleashing the Potential of XR in Remote HRI, and
user-centered system design.

5.1 Challenges in the selection of evaluation methods

Selecting efective evaluation methods is a key challenge for future researchers of XR-based remote human-
computer interaction. Our review found that 38% of relevant studies did not report any evaluation methods (see
Section 3.4). By analyzing existing work, we classify evaluation methods into two main categories: (1) system
eiciency and (2) user experience.
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Evaluating system eiciency involves metrics such as system latency and task completion time, which should
align with the intended applications. For example, industrial production tasks can emphasize latency, accuracy
and completion time [60], while digital twin interfaces (XR as a teleoperation extension) can focus on ensuring
that the virtual twin mirrors the actions of the real robot, often comparing trajectory data [87]. Because XR can
signiicantly afect latency, future research should consider assessing its impact on teleoperation eiciency [4]. In
contrast, evaluating user experience in XR-based HRI centers on more subjective factors such as satisfaction
and ease of use. Qualitative methods are often used, including structured interviews and standardized scales.
Researchers can use NASA-TLX[61] to measure workload, the System Usability Scale[19] for usability, or the
User Experience Questionnaire[79] for broader impressions. Interviews can also yield deeper insights into user
perceptions beyond what quantitative measures can capture[106].

5.2 Unleashing the Potential of XR in Remote HRI

Rapid development of XR will redeine the ield of remote HRI by enabling more immersive, intuitive, and
eicient interactions. In our reviewed studies, Chen et al. [24] used VR and controllers to intuitively control
remote humanoid robots (immersion), Walker et al. [151] used AR to generate an indoor bird’s-eye view to assist
with remote robot planning and deployment (intuition), and Holobots [68] is an MR-based remote collaboration
system (eicient interaction). However, much of the potential of XR remains unexplored under current research
conditions, and future researchers could focus on the following directions.

5.2.1 Multi-modal Remote Enhancement in XR. In the visual domain, identifying the most efective visual
augmentation is important for diferent operational contexts. For instance, one might compare 3D object overlays
with highlighted cues in the user’s ield of view for mobile robot navigation. Jang et al. [69] explored both eicacy
and subjective perceptions of two virtual enhancements: a Pick-and-Place interface (Highlight) and a Virtual
Wall interface (3D object overlay). Similarly, object manipulation tasks can beneit from highlighting or pictorial
markers (e.g., arrows) to expedite remote operators’ responses. However, efective implementation of these virtual
cues becomes more complex when the target object is outside the user’s ield of view [16, 58]. Although such
strategies have been investigated in XR applications, they remain underexplored in robot teleoperation. Further
research is needed because current indings may not generalize to various robot types and task requirements.
Future studies could also examine visual enhancements across diferent robot categories and tasks.

Pinto et al. [111] showed that emphasizing sensory feedback related to unexpected events (e.g., items dropped
on the robotic arm), is crucial for maintaining a positive user experience. Meanwhile, Rivera-Pinto et al. [117]
employed spatial acoustic feedback to aid rapid localization of robotic targets. However, acoustic feedback can
extend beyond localization or speech communication. With the growing prevalence of social robots [53], auditory
feedback can convey emotions, enhancing human perception and collaboration in teleoperated settings [182].
Regarding haptic feedback, there may be requirements for additional haptic devices [15, 40, 44, 45, 75, 126, 135,
145, 170]. However, specialized haptic devices are not applicable across diferent HRI systems, particularly when
operators need to switch seamlessly among multiple robots via XR. Future research could explore vibrotactile
feedback in commercial XR controllers or pseudo-haptic [146], reducing hardware overhead while still providing
essential haptic cues. In particular, additional haptic devices carry the risk of increasing the physical burden of
operators [162].
Although our survey has identiied several instances of using multimodal enhancement, few studies have

examined how these multimodal cues enhance user understanding and control in teleoperation. Moreover, the
integration of multimodal approaches is rarely discussed in current research. The future researcher should explore
combining these elements to propose optimal strategies that reduce cognitive load, improve task performance,
and increase user immersion.
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5.2.2 Multi-player and multi-robot interactions and system latency. XR is increasingly popular in industrial,
collaborative, and social domains, and the need for multi-user, multi-robot systems is likely to grow [187].
Researchers and developers must address system delays to cope with future trends (see Section 4.3.2). Waltemate
et al. [155] found that latency above 75�� afects perceived motor performance and simultaneity, above 125��

reduces agency and body ownership, and worsens beyond 300�� . Although our survey observed that most
studies latency within a resonable range of 200�� to 400�� , users may notice delays in the system, but not
enough to completely disrupt their experience. As more people or robots join the system, the latency efect
may worsen, making it an important issue for future researchers to address. However, Waltemate et al. [155]
noted that whether participants notice latency in a virtual environment may depend on the motor task and its
performance, rather than the physical latency. This suggests that a user-friendly interaction design can largely
mitigate the negative efects of latency. However, for tasks requiring precise control, latency may need to be kept
within 75�� .

To mitigate latency in XR tele-robotics, predictive algorithms [133] and time warping [155] have shown promise.
Foveated rendering [5, 105] or lowering VR image quality can also help but require further study. Especially in
multiplayer and multi-robot contexts, these approaches may require trade-ofs among usability, efectiveness,
and user experience [43].

5.2.3 Navigating Complex Environments with XR in Remote HRI. Remote operation in complex environments
presents signiicant challenges [83]. Robots may need to navigate various terrains, unpredictable obstacles, or
dynamic conditions, each adding complexity for remote operators. The idelity of reproducing these environments
in XR can impact the efectiveness of human-robot interaction (HRI). Currently, most systems use a static third-
person perspective or a robot-coupled view to transmit environmental data to remote users. However, whether
relying on a single viewpoint or merely replicating the robot’s perspective, this approach may not provide enough
context for users to make optimal decisions. Advanced XR interfaces have the potential to ofer a comprehensive
environmental overview, such as dynamic or bird’s-eye views, but our survey found that such designs remain
limited.

Future research could focus on the integration of multiple perspectives [143], such as a primary view linked to
the robot, a third-person perspective to observe the robot, and a top-down bird’s-eye view. This multi-perspective
approach could enhance remote users’ comprehension of the remote space. It might even be feasible to establish
a virtual environment camera to monitor the user avatar’s operational state and the robot’s digital twin from a
third-person perspective in the virtual environment [11], potentially mitigating risks associated with certain tasks.
Another promising avenue is the enhancement of the environment through multimodality, such as incorporating
haptic feedback and auditory cues to enrich the user’s perception of the remote environment. In addition, adaptive
environment reconstruction presents a potential research direction. Diferent robots and tasks may necessitate
varying degrees of environmental reconstruction idelity. For instance, pick-and-place tasks may only require
low-idelity reconstruction of the operator’s table, while geological exploration tasks may demand high-idelity
environmental reconstruction. Implementing adaptive environmental reconstruction tailored to speciic tasks
and robots could potentially reduce system latency and prevent bandwidth wastage [168]. Future research should
focus on the development of advanced environmental reconstruction techniques to provide a more comprehensive
and real-time depiction of complex environments.

5.2.4 Digital Twin in XR-based Remote Human-Robot Interaction. Digital twins also present a range of oppor-
tunities for future research. In reviewed studies, digital twins have emerged as an important component in
enhancing the interaction and integration between physical and virtual environments. Digital twins can be
used as intuitive interfaces to improve system eiciency and user experience, and widely used in industrial and
social scenarios [123]. Future research should focus on improving the idelity of digital twins and their accurate
real-time synchronization with their physical counterparts, which is critical for applications in industries such as
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manufacturing, healthcare, and urban planning. Furthermore, the integration of advanced machine learning and
artiicial intelligence techniques can provide smarter and more autonomous digital twins capable of predictive
maintenance, adaptive learning, and decision support [67].
Digital twins also provide possibilities for the study of scenarios that are impossible or impractical to test in

reality. For example, the design by Su et al. [134] displays both the zoomed-in parts of the task’s operational
details and a scaled-down model of the robotic arm’s digital twin from the user’s perspective. Such a design
allows the operator to observe both the local details and the overall motion of the robotic arm at the same time,
which is not possible in reality. This design takes full advantage of the potential of XR and digital twins, and
future designs could make eforts to explore XR and digital twin capabilities that cannot be realized in reality.

5.3 User-centered System Design

User-centered design is important for improving the user experience. A key research question is how to ac-
commodate users with varying skill levels. Future research should focus on accessible and eicient systems by
designing adaptive interfaces that adjust to user proiciency, reducing learning costs. For example, reinforcement
learning can personalize interfaces based on individual skills and interests [142]. Diferent user groups have
diferent needs: systems for professional engineers may prioritize precision and advanced features, while those
for the general public may emphasize ease of use and intuitive controls [28]. Usage scenarios further shape
design requirements; for example, remote surgical systems have diferent demands than remote assembly systems.
Future research should clearly identify the needs of each user group and develop targeted designs accordingly.
In addition, accessibility requires that the system be designed to accommodate diverse user groups, such

as people with disabilities, older adults, and children. For example, XR-based teleoperation may create new
employment opportunities for people with mobility impairments, provided that the interfaces support alternative
input methods (e.g., voice commands or eye tracking) [95]. Utilizing XR to remotely operate anthropomorphic
robots inside the domestic setting (e.g., re-imagining Robot Design [136]) may facilitate remote engagement with
family members and alleviate loneliness in both the elderly and children [165]. To make these systems intuitive
for the elderly, designers might implement larger text displays, voice guidance, or simpliied controls [72]. Future
researchers may consider participatory design methods [125] that actively involve end users in the design process
to ensure that the system meets their needs and preferences.

Lastly, the innovative potential of XR should be considered in system design. For example, with the increasing
popularity of home robots, users who operate a home robot using XR might interact with an avatar that could be
a small animal or even a human, rather than a traditional robot [38, 122]. Future research should probe innovative
methods of harnessing XR’s potential to elevate the user experience. This could involve the exploration of novel
interaction techniques, the development of immersive feedback systems, or the invention of unique visualization
methods.

6 Conclusion

This survey reviews 100 related studies from six dimensions to explore the application of XR in remote HRI,
addressing the key research question of how to create immersive, eicient, and user-centered XR-based remote
HRI systems. We analyze the impact of diferent robot types on system design, how to tailor systems to various
user needs and scenarios, and how to fully leverage XR’s potential. Additionally, we identify key research gaps,
including appropriate system evaluation methods, multi-user or multi-robot interactions, and issues related to
latency and real-time performance. Current system designs often fail to fully utilize XR’s capabilities, highlighting
the need for further research on user-friendly remote HRI XR systems. Our insights provide valuable resources for
researchers, practitioners, and system designers aiming to optimize remote HRI. Stakeholders can use our indings
to customize XR interfaces for speciic robot types, user groups, and XR devices. By adapting our recommendations
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to their individual environments, from industrial automation to home or social robotics, researchers and system
designers can improve the usability, safety, and eiciency of XR-supported remote HRI applications.
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A Data Extraction List for Included Publication
Table 3. XR Technologies and Interaction Modalities (DE4 and DE5)

Category Citations

XR technologies
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[138][110][102][173][69][70][156][73][144][141][185][94][175][80][135][33][160][65][18][59][158][13][161][183][99][92][7][119][100][75][44][1]
[74][48][145][101][170][85][120]

AR HMD [97][62][96][171][63][50][40][154][127][41][26][55][176][7][137][130][93][117][15][39]
MR [34][3][64][68][180]
CAVE [51][52][12]
Mobie AR [22]
Other [129][115][178][98]

Interaction modalities
Controller [24][164][84][151][77][186][159][25][52][78][149][30][138][102][173][73][63][80][158][99][100][1][74][48][101][120][179][180][44][85]
Gesture [34][96][171][108][69][70][185][175][33][127][13][26][176][68][137][93][15][40][119][180][117]
Joystick [150][167][181][62][132][3][12][154][170]
Haptic devices [112][23][134][115][126][144][75][179][44]
Motion capture [172][108][46][8][18]
Walk [110][50][59][41][119]
2D screen [98][22][55]
Voice [65][7][117]
Glove [104][135][145]
Head [141][119]
Gaze [94]
Other [129][97][147][51][27][188][156][64][160][41][92][85]

Table 4. Virtual Interface and the User’s Perspective (DE6 and DE7)

Category Citations

XR technologies
Digital twin [34][134][147][159][178][52][179][171][188][108][138][70][144][12][80][160][40][154][18][127][59][161][99][26][92][176][100][44][1][145][93]

[101][117]
Direct [172][167][62][62][23][104][132][108][25][3][126][46][8][156][98][141][185][50][33][22][18][13][183][55][68][180][170][15][120]
Digital twin+3D reconstruction [112][129][115][51][78][27][30][110][102][69][64][158][137][40][7]
Multiple [150][186][173][41][74][85]
Direct+3D reconstruction [24][181][149][119][75]
3D reconstruction [164][151][94]
Virtual control room [84][77][130]
Other [97][96][63][135][175][65][48]

User’s perspective
Decoupling with robots [112][150][129][34][97][134][62][147][159][115][178][51][52][78][179][171][27][188][30][107][102][70][144][94][175][80][64][160][40][65][154]

[127][158][161][41][99][26][92][176][68][180][100][137][44][1][74][93][101][117][39]
Coupling with robots [172][84][167][181][77][23][104][132][108][96][25][3][126][149][46][8][156][98][73][141][185][50][135][33][22][18][13][183][55][119][75][130]

[170][120]
Dynamic perspective [186][173][63][12][85]
God perspective [151][69]
Other [24][150][138][110][59][7][48][15]
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Table 5. Robot Types and Specific Tasks Classification (DE8 and DE9)

Category Citations

Robot types
Robotic arm [172][112][164][150][134][147][23][159][115][51][52][78][179][46][8][107][102][173][70][175][80][33][160][65][127][161][41][99][26][92]

[176][7][100][75][44][130][48][145][93][101][117]
Mobile robot [129][34][151][167][132][27][30][69][63][185][50][40][22][158][183][68][119][137][74][170]
Drones/UAV [181][62][3][149][138][156][73][12][64][154]
Humanoid robot [24][77][126][138][141][59][55][120]
Double-armed robot [84][186][104][108][94][18][13]
Medical Robotics [188][144][15]
Other [97][96][178][171][98][135][180][85]
Robotic arm+mobile robot [25][1][39]

Speciic tasks
Grabbing/Picking/Placement [172][112][164][150][34][23][108][78][179][8][102][173][70][63][94][64][18][13][92][176][180][44][130][74][93][101][120]
Navigation [24][129][167][132][3][30][110][69][98][141][12][50][22][154][59][158][183][170]
Industrial/Manufacturing [97][84][134][147][186][96][159][178][51][171][46][175][160][161][99][7][117][39]
Multiple [104][115][27][107][40][41]
No [52][156][33][127][26][100][145]
Environment scan [151][25][185]
Surgery/Healthcare [188][144][15]
Search [73]
Game/Entertainment/Social [126][135][48]
Other [181][77][149][138][80][55][68][119][75][137][1][85]

Table 6. Enhancement locations and types (DE13 and DE14)

Category Citations

Enhancement location
VE(Virtual environment) [34][151][181][159][51][149][138][144][33][64][160][59][161][55][130][74][93][85][78][188][173][69][94][127][18][26][119][180][137][44][48]

[145][117][15]
User [112][23][104][115][126][46][135][40][75][170][134][179][94][26][44][48][145][117][15]
Robot(Virtual) [12][99][92][78][173][69][18][137]
Robot(Real) [97][96][62][26][119]
RE(Real environment) [63][22][154][68][62][180]
Object(Virtual) [150][147][52][176][134][179][188][127][18]
No [24][172][164][129][84][167][77][186][132][108][25][178][171][3][27][30][8][107][110][102][70][156][98][73][141][185][50][175][80][65][158]

[13][41][183][7][100][1][101][39][120]

Enhancement types
Voice [40][117]
Video [130][93][62][188][173][180][137][44][74]
Text [159][160][161][97][78][179][173][22][127][137][74]
Ray [78][94][18][26][180]
Highlight [12][176][173][69][127][18][137]
Haptic [112][23][104][115][126][46][135][75][170][134][179][40][44][48][145][15]
Graphic [147][52][149][144][55][150][181][188][127][18][68][119][180][145]
Avatar [51][138][33][64][59][85][69][94][26][68][119][180]
3D Object [34][151][96][63][154][99][92][150][97][134][181][62][69][22][26][48][145][117][15]
No [24][172][164][129][84][167][77][186][132][108][25][178][171][3][27][30][8][107][110][102][70][156][98][73][141][185][50][175][80][65][158]

[13][41][183][7][100][1][101][39][120]

Table 7. Systems evaluation methods (DE10)

Category Citations

N/A [129][151][186][96][115][178][51][52][171][27][188][30][8][138][110][173][70][156][98][141][63][185][94][175][135][64][65][127][158][183]
[99][26][55][92][176][7][100][130]

Time/accuracy of the task [172][112][34][97][181][62][132][46][102][144][80][154][180][75][74][145][93][101][170][85][15][164][150][84][134][167][147][77][23][104][108]
[159][149][107][160][40][22][18][59][161][41][44][39]

Questionnaire [112][34][97][181][62][132][126][46][102][73][144][80][154][68][180][75][74][145][93][101][170][85][117]
Comparison [172][179][12][33][1][145][170]
Interview [62][154][68][120]
AR/VR [25][15]
Other [25][179][3][50]
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Table 8. Whether the system supports multiplayer/multi-bot (only included supported categories, DE12)

Category Citations

Multi-user - One robot [51]
One user - Multi-robot [69][55]
Multi-user - Multi-robot [110][64][7]
One-user - One-user+One robot [97][96][126][94][119][180][137][48][85][15]
One-user - Multi-user+One robot [151]
Included articles that are not listed on the table i.e. do not support multiplayer/multi-bot operations.
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